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#### Abstract

Cooperative sequential adsorption is here extended to multilayer coverages. We discuss two different growth rules with cooperativity either restricted to only the first layer of coverage or applied in all layers. The unrestricted variant is considered in the case where lateral growth dominates over the nucleation of terraces. The limit of completely suppressed nucleation corresponds to a morphological transition to a flat interface from one governed by the Kardar-Parisi-Zhang equation. With the restricted growth rule we find interesting behavior resulting from a competition between lateral growth at the first layer and growth on the top of nucleated islands. There is an intermediate regime between random deposition at the submonolayer coverage and asymptotic random deposition behavior. In this regime the kinetic roughening can be studied by applying sequential adsorption rate equations for cluster lengths in the first layer, with an additional geometric argument.
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## I. INTRODUCTION

Random sequential adsorption (RSA) and its close cousin cooperative sequential adsorption (CSA) have attracted some interest during the recent years as simple models of clustering. ${ }^{(1)}$ One particular property of RSA and CSA models is that they can be formulated in terms of rate equations. These turn out to be exactly solvable in one spatial dimension due to the Markovian dynamics and the shielding property of empty sites. ${ }^{(2)}$

[^0]In the CSA model particles are deposited on a substrate so that the single-site coverage does not exceed unity. The fate of all particles depends on the neighborhood of the chosen destination. Both repulsive and attractive nearest-neighbor ( NN ) interactions can be considered. There is an apparent similarity-for the one-dimensional (1D) case-to polymer chain aggregation which was one of the early motives for the study of the CSA model. ${ }^{(3)}$

In this paper we discuss ways of extending the CSA model to multilayer growth (Multilayer CSA, MCSA). The motivation is based on noting the similarity between CSA-dynamics and the growth of surfaces by deposition. ${ }^{(4)}$ MCSA might correspond to a solid interface that is formed by sticking of atoms from a gas phase; the sticking probability then depends among others on the local chemical environment of the adsorption site. The generalization of CSA to multilayer growth can naturally be done in several ways. We discuss two possible choices for the local growth rules corresponding to random deposition and the Kardar-Parisi-Zhang universality classes, respectively.

We introduce anisotropic and isotropic MCSA, which differ in whether the growth is cooperative only at the first layer of particles or, in general, at all times. There are variants of RSA-accelerated RSA-that have been developed to model chemisorption/physisorption phenomena, that are closely related to these ideas. ${ }^{(5)}$

The isotropic MCSA turns out to be similar to the polynuclear growth model ${ }^{(6)}$ and to the square lattice variant of the Gates-Westcott model of polymer crystallization. ${ }^{(7,8)}$ In Section III, we discuss the therefore unsurprising fact that it belongs to the Kardar-Parisi-Zhang (KPZ) universality class. ${ }^{(9)}$ There is a morphology/pinning transition that takes place when the attractive interaction between incoming particles and pre-existing steps wins completely over nucleation events at flat terraces. By studying the step densities in the steady state we are able to analyze the KPZ-nonlinearity near the transition.

The anisotropic case leads to a complicated version of random deposi-tion-type growth with initial correlations, which we analyze by utilizing 1D rate equation theory. Using an extension thereof allows us to map the CSA timescale to that of kinetic growth, since in multilayer adsorption the concept of coverage differs from the original one. We combine geometric arguments with the rate equation solution for the cluster length distribution to study kinetic roughening in the regime where the coverage is small, but the height of a typical cluster is non-trivial (larger than unity). This phase shows interesting roughening properties that interpolate between the asymptotic, trivial random deposition limit and the likewise simple early stage, which is as well in the random deposition class of dynamics. Section V finishes the paper with conclusions.

## II. MULTILAYER CSA—DEFINITIONS OF TWO MODELS

There are several ways of generalizing the CSA to multilayer growth. In MCSA the growth occurs by adding particles either on the substrate or on the top of previously deposited particles and the cooperativity of the local growth rules determines the universality class of the resulting interface. Here we consider the two natural choices for the rules leading to random deposition and KPZ type interfaces. The models are defined on a one-dimensional lattice of size $L$ but the generalization to higher dimensions is straightforward.

In the isotropic MCSA the growth is cooperative at all layers and the dynamics equals to the growth rates

$$
r= \begin{cases}q, & \text { no NNs in the lateral direction }  \tag{1}\\ 1, & \text { otherwise }\end{cases}
$$

With this choice of growth rules MCSA becomes a variable-rate deposition model with the local deposition rate being dependent on the local deposit structure. Figure 1a illustrates the isotropic growth rules.

The isotropic MCSA is identical to the discretized polynuclear growth model ${ }^{(6)}$ and similar to the so-called Gates-Westcott model of polymer crystallization ${ }^{(7,8)}$ on a square lattice. It is also a simplification of the model studied earlier by Amar and Family, ${ }^{(10)}$ without the restricted solid-on-solid (RSOS) condition which restricts the height difference between nearest neighbors to at most one. Their model was found to be of the Kardar-Parisi-Zhang universality class in $2+1$ dimensions.

In the random deposition multilayer cooperative sequential adsorption (RD-MCSA) the sticking of particles deposited on the substrate with no lateral nearest neighbors is inhibited in respect to particles landing elsewhere as illustrated in Fig. 1b. To be precise, the dynamics equates to the growth rates

$$
r= \begin{cases}q, & \text { no NNs \& particle deposited on the substrate }  \tag{2}\\ 1, & \text { otherwise, esp. for all particles in higher layers }\end{cases}
$$

Physically, one could imagine this particular choice of rules to correspond to a deposit of material A being formed on a substrate of material B so that the sticking of A atoms on the substrate is inhibited with no neighbors of the same type. One could also use different rates $r_{i}$ depending on the exact number of nearest neighbors. Our choice is a simplification. We also work within the range of $q \leqslant 1$, implying inhibition of cluster nucleation with respect to growth. Note in particular that one could also
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Fig. 1. (a) The isotropic and (b) the anisotropic growth rules for MCSA. The growth rate for unlabeled sites is unity and for labeled ones $q$.
consider other kinds of dynamics for particles on the higher layers. For example one could allow particles to diffuse on the top of islands that have already formed on the substrate.

In MCSA a particle or deposition event can be rejected and thus there are two natural timescales: that of coverage, measuring particles deposited per site, and that of deposition trials. These are not always directly related as is trivial to see. In studies of surface roughening time is usually measured using the coverage. For RD-MCSA, however, the interesting phenomena
happen at low coverages and the timescale of trials turns out to be more convenient for analytical purposes.

## III. ISOTROPIC MCSA

The polynuclear growth model that is a close cousin of the isotropic MCSA belongs to the KPZ universality class. ${ }^{(11,12)}$ We checked the standard growth exponent $\beta$ and the roughness exponent $\alpha$ for the isotropic MCSA by numerical simulations. The height-height difference correlation function in the saturated regime and the surface width yield $\beta=0.32 \pm 0.02$, $0.32 \pm 0.02$, and $0.31 \pm 0.02$, and $\alpha=0.50 \pm 0.02,0.49 \pm 0.02$ and $0.44 \pm 0.02$ for $q=0.001,0.01$, and 0.1 , respectively. System size $L=10^{5}$ and data are averaged over 50 samples. The values are consistent with the KPZexponents $\beta=1 / 3$ and $\alpha=1 / 2$.

The $q \rightarrow q_{c}=0$ limit of the MCSA corresponds to a morphology/pinning transition: starting from an arbitrary configuration the surface equilibrates via domain wall/step annihilation till a steady state with $v=0$ is reached. Here $v$ is the average velocity of the interface defined as the number of particles in the system divided by the number of deposition attempts. Close but above the critical point we have that $v \sim\left(q-q_{c}\right)^{\theta}$, where $\theta$ defines the velocity exponent. ${ }^{(13)}$ Similar considerations apply to growth processes in which adsorption competes with desorption. ${ }^{(14-16)}$ It would be interesting to see how arbitrary initial configurations relax in the limit $q \rightarrow 0 .{ }^{(12,17,18)}$ We shall, however, discuss below the morphology transition near $q=0$.

Simulations show that the step density saturates rapidly to a constant value. Thus the average terrace length $\bar{l}$ can be estimated in the steady state by considering a lattice gas model, in which steps nucleate in pairs in random positions and move apart with velocity $V$, which can be chosen to be one in our case. This approach is closely related to the analysis of the polynuclear growth model in one dimension. ${ }^{(6)}$ Define $l(x)$ and $r(x)$ to be the densities of steps moving to the left and right, respectively, in the continuum limit where $x$ denotes the spatial position. These densities satisfy the equations ${ }^{(6,19,20)}$

$$
\begin{align*}
& \frac{\partial l}{\partial t}=q+\frac{\partial l}{\partial x}-2 l r+\mu  \tag{3}\\
& \frac{\partial r}{\partial t}=q-\frac{\partial r}{\partial x}-2 l r+\mu \tag{4}
\end{align*}
$$

where $\mu$ is a noise term with $\langle\mu\rangle=0$ and the product form of the annihilation terms reflects the fact that steps that annihilate each other are
uncorrelated. Let the total step density be $n=r+l$ and choose $l=r+m$ for a tilted surface with average tilt $m$ which results in

$$
\begin{equation*}
\frac{\partial\langle n\rangle}{\partial t}=2 q-\langle n\rangle^{2}+m^{2} \tag{5}
\end{equation*}
$$

Solving for $\bar{l}=\langle n\rangle^{-1}$ in the steady state gives

$$
\begin{equation*}
\bar{l}(q, m)=\left(2 q+m^{2}\right)^{-1 / 2} \sim q^{-1 / 2} \tag{6}
\end{equation*}
$$

Furthermore, the velocity is related to the average terrace length as $v=q+(1-q) \bar{l}^{-1}=q+(1-q) \sqrt{2 q+m^{2}} \sim q^{1 / 2}$, which gives $\theta=1 / 2$. This agrees with the solutions for the steady state of a corresponding spin chainlike $\operatorname{model}^{(8)}$ and the Sine-Gordon chain. ${ }^{(12)}$

In the limit $q \rightarrow 1$ we expect the nonlinearity $\lambda$ to vanish since at $q=1$ the MCSA has a cross-over to the random deposition model. In the opposite limit $q \rightarrow 0$ the interface becomes pinned and analogously to the velocity $\lambda$ diverges as $q^{-\phi} .{ }^{(21,12,17)}$ The behavior can be analyzed in a standard fashion by using a screw boundary condition $h(L)=h(0)+L m$ in the simulations. ${ }^{(4,22)}$ For small enough tilts the interface growth velocity depends quadratically on $m$. Thus expanding $v$ around $m=0$ and identifying the coefficient of the second order term with $\lambda / 2$ leads to conclusion that $\lambda=(1-q) / \sqrt{2 q} \sim q^{-1 / 2} \sim \bar{l}(q, 0)$ as $q \rightarrow 0$ and thus $\phi=1 / 2$.

Figure 2 compares the predictions of the lattice gas theory with numerical simulations. It demonstrates that by using the scaling exponents derived, $\theta=\phi=1 / 2$, we are able to collapse the numerical data into a single master curve. The inset includes both the theoretical prediction and simulation values for $\lambda$ as a function of $q$. Apart from a constant offset the lattice gas result and the simulations for the growth velocity scale similarly with $q(\theta=1 / 2)$.

Note finally the differences between isotropic MCSA and earlier RSOS-growth models, for instance that by Amar and Family. ${ }^{(10)}$ First, the isotropic MCSA can be analyzed in the small $q$ limit using mean field arguments since there is no height difference restriction. Also, in our case $\lambda$ should always be positive, since even an excess of left/right steps created by screw boundary conditions does not inhibit step nucleation.

## IV. RANDOM DEPOSITION MCSA

## A. Rate Equations for Cluster Lengths

In terms of standard growth models the anisotropic dynamics [Eq. (2)] translates into random deposition with correlations created by


Fig. 2. A data collapse of the growth velocity data for various tilts $m$ and for $q=0.001$ ( $\square$ ), $0.00075(*), 0.0005(\bigcirc), 0.00025(\times)$, and $0.0001(\nabla)$ using the theoretical values for the exponents $\theta=\phi=1 / 2$. The inset shows the numerical values for $\lambda$ and the theoretical curve $(1-q) / \sqrt{2 q}$.
the first layer deposition dynamics that takes place on the substrate. Islands are free to grow in the transverse direction, but their coalescence takes place at a different rate compared to normal random deposition because of the difference in the growth rate for the first layer. This gives rise to a non-trivial cross-over phenomenon that persists as long as the substrate is not completely covered.

In the following we give a brief overview on the rate equation method which has turned out to be an efficient method for analyzing the CSA. The purpose is to show how the CSA rate equations can be used for analyzing the interface properties by relating the coverage to the deposition timescale and also present the appropriate approximations needed for the analysis in Section IV C. We concentrate on the early stages of cluster nucleation and growth of a partially filled first layer, in which case it is possible to study the kinetic roughening of the growing interface by combining the rate equation solution with geometric arguments for the shape of clusters.

Let $n_{s}\left(n_{s}^{\prime}\right)$ denote the probability of finding a cluster of filled (empty) sites of length $s$ per lattice site. The number of particles per lattice site that one tries to deposit in the system is $\tau$. This parameterization of time by deposition trials is a key point in the calculations, which enables one to solve the rate equations. On the other hand, in the studies of interface roughening time is measured using the coverage, which can be solved once the number of rejected particles as a function of $\tau$ is known. Although $\tau$ is simply proportional to real time, we prefer to use the symbol $t$ for coverage as usually done in interface studies. Below, we derive a relation between the two timescales. This is because we are interested in the growth properties (e.g., the growth exponent $\beta$ ) as a function of the coverage, not as a function of $\tau$. Note that the analysis differs from standard treatments of CSA since the single site coverage is allowed to exceed unity and the growth takes place in $1+1 \mathrm{D}$. Thus a cluster of length $s$ in general consists of more particles than just $s$.

In the thermodynamic limit the rate equations read ${ }^{(23)}$

$$
\begin{align*}
& \frac{\partial n_{1}}{\partial \tau}=q \sum_{s=1}^{\infty} s n_{s+2}^{\prime}-2 n_{1}  \tag{7}\\
& \frac{\partial n_{k}}{\partial \tau}=2 n_{k-1}\left(1-\frac{n_{1}^{\prime}}{\delta}\right)+n_{1}^{\prime} \sum_{s=1}^{k-2} \frac{n_{s} n_{k-s-1}}{\delta^{2}}-2 n_{k}  \tag{8}\\
& \frac{\partial n_{1}^{\prime}}{\partial \tau}=2 n_{2}^{\prime}+2 q \sum_{s=3}^{\infty} n_{s}^{\prime}-n_{1}^{\prime}  \tag{9}\\
& \frac{\partial n_{k}^{\prime}}{\partial \tau}=2 n_{k+1}^{\prime}+2 q \sum_{s=k+2}^{\infty} n_{s}^{\prime}-2 n_{k}^{\prime}-(k-2) q n_{k}^{\prime} \tag{10}
\end{align*}
$$

where $k>2, \delta=\sum_{s} n_{s}^{\prime}=\sum_{s} n_{s}$, and $n_{s}$ and $n_{s}^{\prime}$ fulfill the relations

$$
\begin{align*}
\sum_{s=1}^{\infty} s n_{s} & =p  \tag{11}\\
\sum_{s=1}^{\infty} s n_{s}+\sum_{s=1}^{\infty} s n_{s}^{\prime} & =1 \tag{12}
\end{align*}
$$

where $p$ is the fraction of filled sites in the first layer. The number of rejected particles $R(\tau)$ can be obtained with $R(0)=0$ from

$$
\begin{equation*}
\frac{\partial R}{\partial \tau}=(1-q) \sum_{s=1}^{\infty} s n_{s+2}^{\prime} \tag{13}
\end{equation*}
$$

The length distribution of empty clusters needed in equation (13) can be solved exactly ${ }^{(24)}$

$$
\begin{align*}
& n_{1}^{\prime}(\tau)=2\left(1-p_{0}\right) e^{-\tau} \int_{0}^{\tau} e^{x}\left(1-e^{-q x}\right)\left(e^{q x}-1+q\right) \zeta(x) \mathrm{d} x  \tag{14}\\
& n_{k}^{\prime}(\tau)=\left(1-p_{0}\right) e^{(3-k) q \tau}\left(1-e^{-q \tau}\right)^{2} \zeta(\tau) \tag{15}
\end{align*}
$$

where $p_{0}$ is the fraction of occupied sites in the beginning and $\zeta(x)=$ $\exp \left\{2(1-1 / q)\left(e^{-q x}+q x-1\right)-3 q x\right\}$. Inserting the solutions (14) and (15) to equation (13) gives

$$
\begin{equation*}
R(\tau)=\left(1-p_{0}\right)(1-q) \int_{0}^{\tau} \zeta(x) \mathrm{d} x \tag{16}
\end{equation*}
$$

resulting in an exact relation between the time $\tau$ and the coverage $t(\tau)=$ $\tau-R(\tau)$. By writing and solving the rate equations as a function of $\tau$ and regarding it only as a parameter simplifying the calculations, and using equation (16) it is possible to get the cluster length distribution as a function of coverage, too.

A formal solution of the length distribution of filled clusters is also possible but the expressions become very complicated even for small values of $k^{(23,1)}$ thus prohibiting even numerical evaluation. To study the interface roughening in the non-trivial small coverage limit we have to approximate $n_{k}$. When both $q$ and $p$ are small the coalescence of clusters is negligible and we make a rough approximation that clusters do not coalesce at all, i.e., $n_{1}^{\prime}(\tau)=0, \tau \geqslant 0$. This allows us to write equations (7) and (8) in matrix form as

$$
\begin{equation*}
\frac{\partial \mathbf{n}(\tau)}{\partial \tau}=Q \mathbf{n}(\tau)+\mathbf{q}(\tau) \tag{17}
\end{equation*}
$$

where $\mathbf{n}(\tau)=\left[n_{1}(\tau) n_{2}(\tau) n_{3}(\tau) \cdots\right]^{T}, Q_{i j}=2\left(\delta_{i+1, j}-\delta_{i, i}\right), \mathbf{q}(\tau)=[q \zeta(\tau) 00$ $\cdots]^{T}$, and $\delta_{i, j}$ is the Kronecker delta. The solution of equation (17) is

$$
\begin{equation*}
\mathbf{n}(\tau)=e^{\tau Q}\left[\int_{0}^{\tau} e^{-x Q} \mathbf{q}(x) \mathrm{d} x+\mathbf{n}(0)\right] \tag{18}
\end{equation*}
$$

which can be written out as

$$
\begin{equation*}
n_{k}(\tau)=e^{-2 \tau} \sum_{i=1}^{k} \frac{(2 \tau)^{k-i}}{(k-i)!}\left[n_{i}(0)+\frac{(-2)^{i-1}}{(i-1)!} q \int_{0}^{\tau} x^{i-1} e^{2 x \zeta} \zeta(x) \mathrm{d} x\right] \tag{19}
\end{equation*}
$$

We would like to know $p(\tau),\langle n(\tau)\rangle$ and $\langle n(p)\rangle$, where $\langle n\rangle$ stands for the average cluster length. The first one can be obtained with the help of equations (11), (12) and (15) exactly as

$$
\begin{equation*}
p(\tau)=1-n_{1}^{\prime}(\tau)-\left(1-p_{0}\right)\left(2 e^{q \tau}-1\right) \zeta(\tau) \tag{20}
\end{equation*}
$$

where $n_{1}^{\prime}(\tau)$ is given by equation (14). In order to calculate $\langle n(\tau)\rangle$ we use

$$
\begin{equation*}
p(\tau)=\sum_{s=1}^{\infty} n_{s}(\tau)\langle n\rangle \equiv\left(n_{0}+N_{a}-N_{c}\right)\langle n\rangle \tag{21}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\langle n(\tau)\rangle=\frac{1-n_{1}^{\prime}(\tau)-\left(1-p_{0}\right)\left(2 e^{q \tau}-1\right) \zeta(\tau)}{n_{0}+N_{a}(\tau)-N_{c}(\tau)} \tag{22}
\end{equation*}
$$

where $n_{0}=\sum_{s=1}^{\infty} n_{s}(0)$ and $N_{a}\left(N_{c}\right)$ is the average number of new (coalesced) clusters. For $N_{a}(\tau)$ we get almost the same differential equation as for $R(\tau)$ and $N_{a}(\tau)=q R(\tau) /(1-q)$.

The simplest way to calculate the number of coalesced clusters $N_{c}$ is to modify the equations (9) and (10) so that clusters can not coalesce. In this case we get for isolated empty clusters by omitting the term $n_{1}^{\prime}$ from Eq. (9)

$$
\begin{equation*}
\tilde{n}_{1}^{\prime}(\tau)=2\left(1-p_{0}\right) \int_{0}^{\tau}\left(1-e^{-q x}\right)\left(e^{q x}-1+q\right) \zeta(x) \mathrm{d} x \tag{23}
\end{equation*}
$$

and the number of coalesced clusters can be calculated as $N_{c}(\tau)=$ $\tilde{n}_{1}^{\prime}(\tau)-n_{1}^{\prime}(\tau)$, which completes the solution (22). We were not able to invert equation (20) for $\tau(p)$ and thus calculate $\langle n(p)\rangle$ analytically, but equations (20) and (22) implicitly give the solution just using $\tau$ as a parameter.

## B. Behavior of Cluster Growth

Figure 3 shows the number of rejected particles per lattice site as a function of the actual coverage $t=\tau-R(\tau)$. Simulations confirm the theoretical result [Eq. (16)] and in particular show that there is a crossover coverage above which the growth velocity becomes constant. This coverage decreases with $q$. Figure 4 and its inset discuss the average length of a cluster $\langle n(t)\rangle$. It is interesting to note that the average mass per


Fig. 3. The number of rejected particles per site $(R)$ as a function of coverage for $q=0.1$ $(\bigcirc), 0.01(\times), 0.005(\square), 0.001(\diamond), 0.0005(+)$, and $0.0001(\nabla)$ from simulations. The lines are analytical results from Eq. (16).


Fig. 4. The average cluster length $\langle n\rangle$ vs. the coverage $t$ for the same $q$-values as in Fig. 3. The inset shows the average cluster length vs. the fraction of the substrate still unoccupied by deposited particles $(1-p)$. In both figures the solid lines are theoretical values from equations (20) and (22).
cluster is for small coverages largest for small $q$ whereas the opposite becomes the case once the cluster length diverges. The inset shows in addition that the cluster length scales with the fraction of the substrate covered with the deposit, $p$, (in the sense of percolation theory) as expected close to the critical point of 1D site percolation: $\langle n\rangle \sim(1-p)^{-1} .{ }^{(25)}$

## C. Surface Roughness in RD-MCSA

The expected scaling of the interface roughness in RD-MCSA is a combination of early time effects when the anisotropic growth rules still play a role and late time random deposition behavior. Figure 5 shows two



Fig. 5. Two different surface configurations for RD-MCSA at the time when the substrate is just fully covered: (a) $q=0.001, t \approx 57$ and (b) $q=0.0001, t \approx 109$. System size $L=5000$.
examples of how the surface morphology looks like at late times, in the random deposition regime but with correlations from the initial phase. As $t \rightarrow \infty$ these effects vanish.

For small enough $t$ such "hat-like" morphologies are however important with respect to the surface roughening. It is easy to see that the RDMCSA growth rules amount to that a single cluster grows in a statistically homogeneous way so that the lateral and transverse growth velocities are the same. The complications arise from cluster coalescence (see Fig. 5b).

We now utilize the fact that for small $q$ and $p$ a single cluster has a generic shape of a triangle, whose height on the average is half of its width. Using this we can relate the density of heights to cluster lengths as

$$
\begin{equation*}
h_{k}(\tau)=\frac{1}{2} n_{2 k-2}(\tau)+n_{2 k-1}(\tau)+\frac{3}{2} n_{2 k}(\tau)+2 \sum_{s=2 k+1}^{\infty} n_{s}(\tau) \tag{24}
\end{equation*}
$$

and calculate the first and second moments numerically from Eq. (24) as a function of $\tau$ using Eq. (19). Thus we obtain the surface width $w(t(\tau))=$ $\sqrt{\left\langle h(t)^{2}\right\rangle-\langle h(t)\rangle^{2}}$ using $\tau$ again as an implicit parameter. The simulations show that the growth exponent $\beta$ characterizing the surface width in the early time regime $\left(w \sim t^{\beta}\right)$ is not a constant. It has an approximate value that grows from 0.5 to approximately 0.6 during the formation of the first few layers. This can be compared with the value that would result from the single-cluster dynamics $(\bar{\beta}=1)$. The difference between $\bar{\beta}$ and the real $\beta$ is, similarly to the change in the exponent, due to the competition between the random deposition like nucleation events and the cooperative growth of the previously nucleated islands. Note that the $\langle h\rangle \ll 1$ behavior is just typical of standard random deposition: there are no complications as all the clusters have $h_{j}=0, j>1$. The solution of the surface width from Eq. (24) reproduces the numerical work (Fig. 6).

## V. CONCLUSIONS

The aim of this paper has been to discuss the extensions of monolayer cooperative sequential adsorption to multilayer growth. We have studied two different cases, corresponding to analogues of the Kardar-ParisiZhang and random deposition universality classes, respectively. In general both of these growth models imply that the local growth rate depends on the neighborhood of the site considered.

In the isotropic MCSA formulation the growth rules are of the KPZ universality class. Nevertheless, there are interesting details in the strongly inhibitory regime, close to $q=0$. By studying the growth dynamics in a


Fig. 6. Early-time surface roughening in the RD-MCSA. Numerical data (•) and analytical result ( $\bigcirc$ ) for the surface width for $q=0.001$. The solid and dash-dotted lines have slopes $1 / 2$ and 0.63 , respectively, and are guides for the eye.
lattice gas formulation for steps, one can derive the KPZ-nonlinearity $\lambda$ as a function of $q$, the growth parameter. This allows to find the "depinning"type morphology transition exponent in the neighborhood of $q=0$ for $\lambda$, which, as well as the velocity exponent $\theta$, attains the value of $1 / 2$. The result is related to polynuclear growth, the dynamics of driven Sine-Gordon chains, ${ }^{(12)}$ and traffic models. Indeed, the isotropic MCSA maps to a traffic model/driven diffusive system with three kinds of particles (holes, "positive" and "negative" charges).

More interestingly, the RD-MCSA has a cross-over phase to the standard random deposition problem. This is entirely governed by the early stage CSA dynamics. We have used standard CSA theory to account for the formation statistics of clusters in the $1+1 \mathrm{D}$ case, which can be treated analytically. Relating the timescale of the trials in the CSA formulation to the usual coverage based timescale in the surface roughening allows a discussion of the early-time roughening before the random deposition-kind behavior sets in. To our knowledge, this is the only model which shows re-entrant behavior with three phases: early random deposition-like
roughening, a cross-over phase with non-trivial properties, and final random deposition-class characteristics. An interesting extension would be to consider other choices for the dynamics in the higher layers. This would change the average morphology of individual clusters-for the RD-MCSA the mean shape is that of a triangle-but might keep the problem still analytically tractable.

It would be interesting to study the MCSA in the same limits in the $2+1$ dimensional case. In the anisotropic formulation it is easy to see that at low $q$ the model would give rise to a "fattening" percolation cluster: for initial stages of growth the deposit has the 2D projection of a CSA percolation cluster, ${ }^{(26,27)}$ the voids inside which would be filled slowly compared to transverse growth. The actual growth dynamics are however related to the poorly-understood question of shielding configurations in normal multidimensional CSA and thus analytic progress would seem prohibitive. In the limit in which a small fraction of the substrate has been covered it might be possible to utilize polynuclear growth-type continuum limit ideas. ${ }^{(28)}$ In $2+1 \mathrm{D}$ it is also possible that using different growth rates for sites with different coordination numbers might give rise to interesting phenomena, as one can tune this to e.g., change the surface tension of the droplets on the surface.

For isotropic MCSA the $2+1$ D-limit has already been explored by Amar and coworkers in the RSOS-type case. Nevertheless, the pinning transition close to $q=0$ exists in arbitrary dimensions as well as the crossover effects close to $q=1$. As the morphology of islands in greater dimensions than $1+1$ becomes much more complicated it would seem less likely that one could hope to find the scaling exponents by similar simple arguments as in $1+1 \mathrm{D}$. Indeed, the existence of stationary states of growth is as such a very complicated question, as shown recently by Gates and Westcott for the $2+1 \mathrm{D}$ case. ${ }^{(29)}$
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